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Presentation

Due to the large amount of data generated by new technologies, Data Science is essential not

only for enhancing the performance of companies but also for improving the lives of citizens of

today’s society in all their facets. This is why the training of researchers in advanced and novel

Statistics, Operation Research and Data Science methodologies is really important to improve

decision-making based on the available data.

The International Doctoral Course on Data Science (DCDS23) was held at the Institutes

of Mathematics of Granada (IMAG) and Seville (IMUS) during two months, September 17 to

November 14, 2023.

The Doc-Course activity was aimed at PhD/Master students and consisted of a training

period (a 4-week course), visits by researchers and professors to the IMAG/IMUS facilities

throughout the period, a supervised research period for participating students (4 weeks) and an

international closing workshop in which researchers, lecturers, supervised students and tutors

participate.

Eighteen students who were competitively selected among all applicants, participated in this

Doc-Course. All accommodation and living expenses of the selected students were paid by the

organization. More detailed information in the DCDS23 web https: // www. imus. us. es/

congresos/ DCDS23/

iv
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The International Doc-Course Closing Workshop took place from November 13 to 14, 2023

at IMAG. It consisted of the presentation of the research works carried out by the students in

the period of supervision. In addition, 2 plenary talks by US/UGR professors were given. All

students presented their research work very successfully, demonstrating a very good assimilation

of the courses and high capacity to delve deeper into them and develop applications of interest

in very diverse areas.

DCDS 2023 has been for all of us, students and professors, a very pleasant and enriching

experience that has allowed us to establish personal and professional relationships that will last

forever.

Ana M. Aguilera and Miguel A. Pozo (Organizing Committee)
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Schedule

Monday, November 13

9.30 - 10.00 Opening Session

10.00 - 11.00 Plenary session 1

Speaker: María Alonso-Pena

Chair: Ana Aguilera

11.00 - 11.30 Coffee break
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Chair: Francesca Bellissimo
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Chair: Alberto Torrejón
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Speaker: Luisa I. Martínez-
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Chair: Miguel A. Pozo
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Doc-Course on Data Science IMAG - IMUS 2023

Going beyond classical: circular data, regression and mode
estimation

María Alonso-Pena ∗ Rosa M. Crujeiras †

María Alonso-Pena (Postdoctoral researcher) María Alonso-Pena is a postdoctoral researcher at the Institute of
Mathematics of the University of Granada. Before that, she was a postdoctoral researcher at the Research Center
for Operations Research and Statistics of KU Leuven, Belgium. María obtained her PhD in statistics from the
Universities of Santiago de Compostela, Vigo and A Coruña in 2022. Before that, she obtained a master´s degree
in statistics from the same universities and a bachelor degree in mathematics from the University of Santiago de
Compostela. Her main research interests are nonparametric methods for density and regression estimation and
statistical inference for directional variables. In addition, she is a member of the cohort of the Young Academy of
the European Mathematical Society.

When analyzing data, one often employs statistical learning
methods that assume that the data are supported on a Eu-
clidean space. Although this assumption is frequently true,
there are some cases in which observations are naturally de-
fined on other manifolds. A really simple example is obser-
vations that correspond to angles or directions, or that are
simply periodic, which are supported on the unit circumfer-
ence. While the circumference seems like a straightforward
manifold, the lack of Euclidean support complicates the use
of classical data science methods (see [1]).
An interesting problem when dealing with directional data is
the study of regression models, where three different scenar-
ios arise depending on the nature of the variables: circular
response and real-valued covariate, real-valued response and
circular covariate and the case where both variables are di-
rectional. Depending on the setting, the observations might
live on the surface of either a cylinder or a torus. Due to
this, it is necessary to formulate new regression models and
estimation methods to obtain statistical techniques which
respect the periodicity of the variables, starting by the def-
inition of the regression function, usually considered as the
conditional mean (see, for example, [2]).
Another important regard is the fact that the mean direc-
tion is not always defined for directional random variables.
This implies that the classical definition of regression func-

tion, the conditional mean direction, is also not always de-
fined, and thus the estimation of this quantity might not
be always appropriate. Instead, other conditional location
measures can be targeted, such as the modes, whose defini-
tion matches the one in the real line.
In this talk, based on [3], we will introduce some basic con-
cepts about circular data, motivating why it is necessary
to employ different methods for this kind of observations
through the use of a real data example. The three circular
regression settings will be also introduced, presenting both
parametric and nonparametric estimation methods. Lastly,
we will present the modal regression approach for circular
variables, and study some of its properties.

Keywords: Circular data; Directional variables; Kernel re-
gression; Modal regression; Nonparametric statistics.

Acknowledgements This work was supported by grant
PID2020-116587GB-I00 funded by MCIN/ AEI/10.13039/501100011033
and the Competitive Reference Groups 2021/2024 (ED431C 2021/24)
from the Xunta de Galicia through the ERDF. Research of M. Alonso-
Pena was supported by the Xunta de Galicia through the grant
ED481A-2019/139 from the Consellería de Educación, Universidade e
Formación Profesional.
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[2] Di Marzio, M., Panzera, A., and Taylor, C.C. (2013). Non-parametric regression for circular responses. Scand. J.
Stat., 40, pp. 238–255.

[3] Alonso-Pena, M. and Crujeiras, R.M. (2023). Analyzing animal escape data with circular nonparametric multimodal
regression. Ann. Appl. Stat., 17, pp. 130–152.
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Doc-Course on Data Science IMAG - IMUS 2023

Population prediction using functional
data with spatial dependence

Damián Pérez ∗ Carmen Aguilera † Ana Aguilera ‡ María Durbán §

Damián Pérez Asensio (Master’s student) Damián Pérez Asensio is a Master´s student at the Polytechnic Univer-
sity of Valencia. He has studied a double degree in Telecommunication Technologies and Services Engineering and
Business Administration and Management. Ever since he discovered the world of Operations Research through a
subject in his Business Administration and Management degree, he has been interested in continuing his training in
this field. In fact, when he did his Final Degree Project, he decided to work on the optimisation of health resources,
resulting in a work entitled "Algorithms to solve a real problem of allocation of health centres". Damián is now
studying a Master’s Degree in Data Analysis, Process Improvement and Decision Making Engineering carried out
by the Department of Applied Statistics and Operations Research and Quality at the Polytechnic University of
Valencia.

Health is an important part of welfare state services and
therefore of public policy. This is reflected in the amount of
money allocated each year in the state budget to this sector.
However, this does not seem to be sufficient to alleviate the
heavy burden of care in health centres.
In view of the ageing of the population [1], the pressure on
hospitals is going to increase, since, as a general rule, as age
increases, so does the number of consultations. Moreover,
in the wake of the COVID-19 pandemic, the centres have
experienced an unforeseen increase in the burden of care,
resulting in a perception that the quality of the healthcare
system has deteriorated.
Despite the social changes, both in terms of place of resi-
dence and age of patients, the delimitations of health de-
partments have remained the same over the years. A new
allocation of the population to the departments using op-
timisation methods could be a solution. In this way, the
burden of care could be balanced between the health centres
already built, making more efficient use of current resources.
However, before carrying out a new allocation, it is interest-

ing to predict how the population will evolve in these places,
since, as it seems logical, the creation of new boundaries
for the health departments would imply an administrative
change that would have to be maintained over time.
In this work we are going to use a penalised functional spa-
tial regression model, PFSRM, [2] to predict the population
that will live in each of the localities of the Province of
Valencia next year based on the observed population from
1998 to 2022, which can be extrapolated to any territory.
The application of this methodology is relevant because it
takes into account both the number of inhabitants over the
years and the latitude and longitude of each of the localities,
that is a prediction is obtained considering space-time.

Keywords: Functional Data Analysis; Spatial dependence;
P-spline penalty; Prediction; Population.

Acknowledgements Work supported by Doc-Course on Data
Science, DCDS23, organised by the Institute of Mathematics of the
University of Granada (IMAG) and the Institute of Mathematics of
the University of Seville (IMUS).
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Doc-Course on Data Science IMAG - IMUS 2023

Methods for integrating probability and non-probability
survey data

Jorge L. Rueda Sánchez ∗ Beatriz Cobo Rodríguez †

J.L. Rueda Sánchez (PhD Student) Jorge Luis Rueda Sánchez is a PhD student in the Mathematical and Applied
Statistics program at the University of Granada. His main interest is Sampling Theory. He obtained the degree in
Statistics from the University of Granada in 2022 and the official Master in Applied Statistics from the University of
Granada in 2023. During these years he has been awarded with different prizes such as the Extraordinary Prize of
the Degree in Statistics (academic year 2021/2022) by the University of Granada or the Recognition of Excellence in
Academic Performance (2022 edition) by the University of Granada. He currently participates in the research group
"FQM-365: Diseño y análisis estadístico de encuestas por muestreo (DAE)", in the research project of the national
plan "Técnicas modernas para reducción de sesgos en las estimaciones. Aplicación al estudio de adicciones" and has
a PhD grant, with code PRE2022-103200, from the F.P.I. grants awarded by the Spanish National Research Plan
for the completion of the doctorate.

In the last decade, national statistical agencies have started
to consider alternative methods to conduct their surveys
[1], due to: drastic decrease in response rates of probability
surveys, which causes an increase in costs [3]; the need to
obtain updated data quickly after the COVID-19 crisis; and
the emergence of new data sources from new technologies
such as the Internet or large volumes of data (also called
Big Data). These alternative methods using such innovative
data sources are the so-called non-probability surveys, since
the probability of inclusion of each individual is not known
with certainty or is zero, i.e. the selection mechanism is not
random.

However, this type of survey has a great defect due to its
non-probability nature, and this is the great intrinsic bias of
its estimates [2]. Therefore, probability surveys are still the
most accurate and reliable alternative, but in some cases it
can be very useful to integrate both types of data. In other
words, using a sample with a non-probability design would
complement a classic probability survey, especially when
such a survey cannot achieve a recommendable sample size

or when a part of the population is underrepresented.

In this work we will develop a new methodology to com-
bine probability and non-probability survey samples, using
Machine Learning techniques, in order to achieve more ac-
curate estimates of the population of interest. To test the
performance of this method we will perform a simulation
study with many other techniques already widely studied,
seeking to keep the bias and the RMSE as small as possible.
We will check how this new methodology produces the best
results and we will confirm with a real application that us-
ing non-probability data in a complementary way improves
the estimates of the classical probability survey.

Keywords: Sampling, non-probability survey, online sur-
veys, machine learning, Kernel Weighting Method.

Acknowledgements Work supported by project PID2019-
106861RB-I00 and PhD grant PRE2022-103200 from the F.P.I. grants
awarded by the Spanish National Research Plan.
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[1] Beaumont, J. F., & Rao, J. N. K. (2021). Pitfalls of making inferences from non-probability samples: Can data

integration through probability samples provide remedies? Surv. Stat, 83, 11-22.

[2] Elliott, M. and Haviland, A. (2007). Use of a Web-Based Convenience Sample to Supplement a Probability Sample.
Survey Methodology, 33. 211-215.

[3] Kennedy, C., Hartig, H. (2019). Response rates in telephone surveys have resumed
their decline. Pew Research Center. https://www.pewresearch.org/fact-tank/2019/02/27/
response-rates-in-telephone-surveys-have-resumed-their-decline/
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Doc-Course on Data Science IMAG - IMUS 2023

Functional principal components analysis of the S&P500 and
IBEX35: a comparison during the COVID-19 period

Pierdomenico Duttilo ∗ Ana M. Aguilera † Christian Acal ‡

P. Duttilo (PhD student) Pierdomenico Duttilo completed his bachelor’s and master’s degree in Economics at the
University “G. d’Annunzio” of Chieti-Pescara. He is currently a third year PhD student in Human Science with
curriculum in Economics and Statistics at the University “G. d’Annunzio” of Chieti-Pescara, under the academic
mentor-ship of Prof. Stefano Antonio Gattone. His research is focused on financial statistics and mixture models.
He is particularly interested in mixture models able to capture the heavy-tailed behaviour of financial assets returns.

This work aims to analyse the monthly returns of the
S&P500 and IBEX35 during the COVID-19 period via func-
tional data analysis (FDA) methods. Specifically, the most
significant components of the two indices are explored by
means of functional principal component analysis (FPCA).
Firstly, the daily closing prices of the S&P500 and IBEX35
stocks have been collected from yahoo.com. The S&P500
is one of the most important US stock index which consists
of 503 stocks, while the IBEX35 consists of 35 stocks. The
time period taken for the study is from January 2020 to
December 2020. Monthly returns were calculated with the
natural log difference approach.
Secondly, the raw data are converted into functional data
by using the B-splines basis functions [1, 2]. The function
x(t) is represented as a linear expansion of K B-splines basis
functions

(1) x(t) =
K∑

k=1
ckφk(t),

where ck are the basis coefficients and φk are the basis of
functions. As a result, each curve represents a stock. Next,
the relevant statistical features and the FPCA are carried
out [3].

Results show that the first principal component accounts
most of the variability and represents the COVID-19 out-
break. On the contrary, the second and third component
represent the two recovery peak after the outbreak of the
pandemic. Moreover, the score plots highlight important
clusters of economic sectors. For example, the health care
sector show a positive performance during the COVID-19
outbreak.
Future developments of this work consist of studying the
theoretical aspects of the Karhunen-Loève decomposition
when the scores are fitted with mixtures of generalized nor-
mal distribution [4] in order to characterize the distribution
of the stochastic process X(t) that generates the curves

(2) X(t) = µ̂(t) +
J∑

j=1
zjwj(t),

where µ̂(t) is the sample mean function, zj are the scores
and wj(t) are the weight functions.

Keywords: Functional Data Analysis; Functional Principal
Component Analysis; Financial Data; Karhunen-Loève De-
composition; Mixtures of Generalized Normal Distribution.

References
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Doc-Course on Data Science IMAG - IMUS 2023

Analyzing approaches to community detection in networks
Sebastián V. Taboh ∗ Miguel A. Pozo †

S.V. Taboh Sebastián Víctor Taboh has been pursuing his Ph.D. in computer science since 2020 at the University of
Buenos Aires under the supervision of Paula Zabala and Isabel Méndez-Díaz. His main research interests encompass
mathematical programming, algorithms, graph theory and computational complexity theory. He earned his “Licen-
ciatura” in computer science, a comprehensive 6-year degree combining a B.S. and an M. Sc., from the University
of Buenos Aires, Faculty of Exact and Natural Sciences in 2019. Additionally, he obtained his bachelor’s degree in
data science from the same university in 2021.

Graphs are abstract structures that have been studied for
centuries, proving highly useful for modeling the relation-
ships between different entities. They serve as a fundamen-
tal tool in various fields, allowing us to represent and analyze
connections between elements in a structured way. One of
the many contexts in which they naturally emerged was the
study of relationships between people. For instance, each
person could be represented by a vertex, and edges would
connect vertices if the corresponding individuals had a cer-
tain relationship, such as being friends in a social network.
As classification has always been a human need, the prob-
lem of grouping entities based on different criteria also arose,
giving rise to the problem of community detection. Given a
graph, this problem involves assigning each vertex to a set of
communities, with each community being a non-empty set
of vertices. The objective is to achieve a high relationship
index between vertices within the same community and a
low relationship index between vertices that do not belong
to a common community. This broad formulation of the
problem gives rise to various specific variants depending on
different components arising from the real-world situation
being studied. On the other hand, the relationship met-
ric, known as the “modularity function”, can be defined in
many different ways, and its utility may also depend on the
real-world data on which it is applied.

While the topic of community detection was already under
study in the second half of the 20th century [1], it garnered
increased attention from the scientific community at the be-
ginning of this century, with numerous papers published fol-
lowing the seminal works of Girvan and Newman [2, 3]. In
this work, we conduct a comprehensive review of the liter-
ature, identifying the most studied variants and the meth-
ods developed to address them. A particularly noteworthy
observation is the limited number of works that delve into
these issues using mathematical programming, despite its
proven effectiveness in solving combinatorial optimization
problems. Subsequently, we delve into a detailed exploration
of a recent work employing mathematical programming [4],
focusing on potential methodological enhancements for both
problem-solving and the analysis of proposed methods’ ef-
fectiveness. Finally, we present our conclusions and outline
future research directions that we will pursue shortly.

Keywords: Complex Networks; Community Detection;
Modularity Functions; Mathematical Programming.

Acknowledgements Work supported by Institute of Mathe-
matics of the University of Granada (IMAG), Institute of Mathematics
of the University of Seville (IMUS) and by the PhD grant PICT-2017-
1826.
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Doc-Course on Data Science IMAG - IMUS 2023

Minimal second order cone reformulation
for SVM with ℓp-norm

Miguel Martínez Antón∗ Víctor Blanco†

Abstract In this work, we analyze minimal second order cone (SOC) reformulations of SVM with ℓp-norms. We provide
a procedure to construct a minimal representation by means of second order cones in case p is rational. The
construction is based on the identification of the cones with a graph, the mediated graph. Then, we develop a mixed
integer linear optimization formulation to obtain the optimal mediated graph in terms of its number of nodes, and
then, the minimal SOC reformulation.

The management of the conic structure of the feasible region
of SVM, when you generalize the problem to an ℓp-norm, is
crucial at the time of obtaining a good classifier by means
of the SVM solution using an off-the-shell solver such as
Gurobi, CPLEX, FICO, etc. The conic structure that arises
in this problem is given by the following definition of p-order
cone

Kd+1
p = {(x, z) ∈ Rd × R+ : ∥x∥p ≤ z}.

We recall SVM consists on finding (w, b) witch minimize
∥w∥q under the constraints

yi(wT xi + b) − 1 ≥ 0, ∀i = 1, . . . , n

Then we can write it as a standard q-order cone program
problem minimizing z under the constraints

yi(wT xi + b) − 1 ≥ 0, ∀i = 1, . . . , n(1)
(w, z) ∈ Kd+1

q(2)

where q is the conjugate of p, i.e., 1
p + 1

q = 1.
The aim of this work is to give a reformulation of 2 by means
of 3-dimensional rotated second order cones defined in the
following way

K̂3
2 = {(x, y, z) ∈ R2 × R+ : xy ≤ z2}.

that is equivalent to the regular second order cone K2+1
2 ,

such that be minimal in terms of the number of constraints
and auxiliary variables.

The problem of finding the minimal second order cone re-
formulation is equivalent to the problem of finding the min-
imal cardinality of q-mediated graph. Let q = r

s in its ir-
reducible form, we define a q-mediated graph as a digraph
G = (Aq ∪ X, A) with Aq = {0, r} and X ⊂ R such that:

1. s ∈ X, and for each x ∈ X there exist y ̸= z ∈ Aq ∪ X
such that x = 1

2 (y + z).

2. A =
{

(x, y) : ∃z ∈ (Aq ∪X)\{y} such that x = 1
2 (y +z)

}
.

Let k = ⌈log2(r)⌉, the solution of this problem provides a list
of auxiliary variables {t1, . . . , tk−1} and a set of projections
πj : R2d+k → R3 for j = 1, . . . , k; that get reformulate the SVM
as minimize z under the constraints

yi(wT xi + b) − 1 ≥ 0, ∀i = 1, . . . , n

s1 + · · · + sd ≤ z

πj(w, z, s, t) ∈ K̂3
2, , ∀j = 1, . . . , k.

Keywords: Second order cone; p-Order cone; Conic program-
ming; Supervised Classification; Mediated graph.
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Propensity Score Adjustment to reduce selection bias
Francesca Bellissimo ∗ Maria del Mar Rueda † Beatriz Cobo Rodríguez ‡

F. Bellissimo Francesca Bellissimo graduated in Mathematics in 2022 at the University of Calabria. She’s currently a
master student in Data Science for Business Administration at the Department of Economics, Statistics and Finance,
University of Calabria.

The development of communication technologies and the
need to obtain information quickly and with relatively low
costs have led to the spread of non-probability surveys, po-
tentially conducted online by volunteers. This can cause
problem of undercoverage of the target population. Specif-
ically, when participants are a subset of the population of
interest that systematically differ from individuals not tak-
ing part in the survey, the results are affected by selection
bias. The effects of it can be reduced using Propensity Score
Adjustment (PSA).
In order to give each unit a certain weight and build a
reweighted estimator, it is necessary to identify a measure
of how much each unit is likely to participate in the survey,
based on some covariates. For a generic unit i of the target
population, propensity score is defined as

πvi = Pr(Ri = 1|Xi),

where Ri takes value 1 if the unit belongs to the non-

probability sample and Xi are a set of covariates.
Propensity scores are usually estimated through logistic re-
gression, which turns out to be a robust technique for the es-
timation [1], but it is possible to do it using Machine Learn-
ing algorithms. In this study, Gradient Boosting Machine
and Neural Networks have been used.
Once the propensity scores have been estimated, it is pos-
sible to build a new weight system in several ways. In this
study, Valliant weights, Schonlau and Couper weights, Lee
and Valliant weights, Valliant and Dever weights have been
used.
All the methods have been applied to a non-probability
dataset, containing socio-demographic variables (province,
gender, level of education, etc.) and some related to the
perception of work performance during the pandemic.

Keywords: Propensity Score Adjustment; Non-probability
survey; Gradient Boosting Machine; Neural Networks.
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On the Hierarchical Districting Problem
Andreana Ferraioli ∗ Federico Perea †

Andreana Ferraioli is a PhD student in the course of Technology, Innovation and Management at the Universita degli
studi di Bergamo. Her main interest is Location Science with particular reference to Districting. She earned her
bachelor’s and master degree in Management Engineering from the Università degli studi di Napoli Federico II.

The Hierarchical Districting Problem (HDP) is the problem
of partitioning a set of Territorial Units (TUs) in |K| dif-
ferent district plans, with K representing a generic set of
hierarchically organized services (or levels).
The meaning of the hierarchy depends on the specific ap-
plication context. It can reflect the progressive complexity
of the offered services, as, for example, in the case of health
care networks (hierarchically organized in a Hub & Spoke
fashion), or the level of expertise/responsibility in the pro-
vision of some services, e.g., the administrative organization
of some territories (municipalities, provinces, regions, etc.).
The objective is the integrated definition of a districting plan
for each level k ∈ K, where each districting plan represents
the partitioning of the TUs into a predefined number of dis-
tricts, say pk, k ∈ K, meeting some planning criteria. The
latter usually include integrity, balancing, compactness, and
contiguity. Integrity means that each TU belongs to only
one district. Balancing expresses the need for districts of
similar size w.r.t. some activity measures associated with
the TUs. Contiguity implies that the devised districting
plan does not include enclaves, which also ensures that there
is always a path connecting two TUs belonging to the same
district that does not cross any other district. Finally, com-
pactness is a topological property requiring that districts do
not have elongated shapes. We assume compactness to be
represented by a surrogate measure expressed by the allo-
cation costs of the TUs to a “special” TU of the district,
referred to as the center or representative of the district. In
practice, it is a p-median dispersion function.

Different variants of such problems have been formulated
to deal with various types of hierarchies to account for two
main practical attributes of the hierarchy, i.e., nestedness
and coherency. Borrowing some ideas from the related lit-
erature on hierarchical facility location problems [1], in the
“districting” terminology, we say that the hierarchy is nested
if the location of a higher-level center can be chosen only
among the lower-level ones. Besides, we say the hierarchy is
coherent if the higher-level districts are built by aggregat-
ing the lower-level ones. In other words, two TUs belong-
ing to the same lower-level district will belong to the same
higher-level one. Clearly, both these characteristics may be
simultaneously required.
A further extension is the case of the so-called “partial co-
herence”, where the coherency between two consecutive dis-
tricting plan is ensured to a minimum desirable degree (per-
centage), which is a user-defined parameter. Such prob-
lems may be applied to the spatial organization of ser-
vice/distribution networks, where the presence of a hier-
archical system of facilities/competence areas (that is, the
districts) emerges as relevant.
Some (initial) possible ideas for devising heuristic ap-
proaches for the problem are discussed.

Keywords: Location Science; Districting; Hierarchical Facil-
ity Location; Heuristics.
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A co-evolutionary metaheuristic algorithm for
a pricing hub location bilevel problem

Carlos Corpus ∗ Víctor Blanco Izquierdo † José-Fernando Camacho-Vallejo ‡

Carlos Corpus Carlos Corpus holds a Master’s degree in Science and is a final-year Ph.D. student in Science with
a specialization in Mathematics in the Centro de Investigación Ciencias Fisíco Matemáticas en la Universidad
Autonóma de Nuevo León. His research area is focused on the development of metaheuristics and the classification
of solutions for bilevel programming problems.

In recent years, metaheuristic algorithms have gained a
prominent position in problem-solving across various fields.
Their ability to discover high-quality solutions within a rea-
sonable time frame has rendered them excellent tools for
addressing the need for efficient and quality solutions.

One of the primary opportunities for the use of metaheuris-
tic algorithms, which has seen significant impact in recent
years, is in bilevel programming. These bilevel programming
problems have the peculiarity that one of the constraints in
the mathematical optimization problem is another mathe-
matical optimization problem.[1].

max
x∈X,y∈Y

F (x, y)

s.t G(x, y) ≤ 0
y ∈ arg min

y∈Y
{f(x, y) | g(x, y) ≤ 0}

These problems, which involve the simultaneous optimiza-
tion of two levels of decision-making, pose unique compu-
tational challenges due to the interdependence between the

two levels. Therefore, developing effective solution schemes
is of utmost importance.

This work discusses the implementation of a novel coevolu-
tionary algorithm. This algorithm leverages the combina-
tion of multiple evolving populations, incorporating char-
acteristics from one population into another. To illustrate
its effectiveness, the study addresses the bilevel tree of hubs
location problem with pricing. This problem is unique in
that the decision-maker not only determines which hubs to
open and connect in a tree-like structure but also sets the
prices users must pay for using this network. The algorithm
is presented in detail, and previous results are provided to
demonstrate its effectiveness.

Keywords: Co-evolutionary algorithm, metaheuristics,
bilevel optimization,
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The Storyboard Problem
Víctor Blanco ∗ Gabriel González † Justo Puerto ‡

Gabriel González (Phd student) In this work we analyze a network design problem that arises in naval designs that
we call the Storyboard Problem. The problem consists of locating a given set of devices that allows to provide service
from a given finite set of pipelines and cables to a set of final sources. The technical requirements for the connections
and location of devices is given by the “storyboard”, a forest-based graph that states how many devices are needed
and which is the hierarchical structure of the final network, as well as some technical requirements for the links as
capacities, separation between devices, etc. We provide different mathematical optimization based methodologies to
solve the problem and heuristic approaches that allow to obtain good quality solutions in reasonable CPU time for
real size instances

The work addresses the intricate problem of determining ca-
ble routes in the design of naval structures, a critical aspect
of ensuring the functionality and safety of complex systems
on ships. This challenge involves strategically placing cables
and pipelines while considering factors such as obstacles, in-
compatible cable interactions, and safety distances. Related
works in this topic are [1] and [2]. Designers are provided
with a reference diagram known as the "storyboard", which
outlines the topological structure that cables must follow to
connect the main cable trunk to various elements in need of
service. The storyboard is represented as a set of trees, with
branching nodes on main pipelines and leaves representing
final service points.
The cable routing problem involves determining the posi-
tions of branching nodes, intermediate nodes, and routes
while adhering to the storyboard’s structure. The main
pipelines consist of segments defined by their endnodes, and
the final service points and intermediate nodes are specified.

Furthermore, intermediate nodes must be located within
predefined regions in three-dimensional space. A safety dis-
tance constraint is imposed to ensure that nodes from dif-
ferent pipelines do not interfere with one another.
This work presents the Minimal Storyboard-restricted Cable
Routing Problem (MSBP), aiming to find optimal solutions
for positioning root nodes, intermediate nodes, and cable
routes while minimizing the spatial footprint of the cables.
Solving this problem is crucial for efficient naval structure
design and operation.
In this work we propose a mathematical optimization based
approach to solve the MSBP. For obtaining a suitable math-
ematical optimization formulation of the problem, as usual
in other type of routing problems in continuous domains, we
adequately discretize the space.

Keywords: Pipeline routing, Cable routing, Network design,
Matheuristics, Naval engineering
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Analysis of Ambulance Demand in the Province
of Valencia Using Spatial Point Processes

Esther Rodenas Moreno ∗ Federico Perea Rojas-Marcos †

E. Rodenas Moreno (Master’s Student) Esther Rodenas Moreno is a master’s student at the Polytechnic University
of Valencia. Her main interests are Data Analysis, Spatial Statistics, Econometrics and Operations Research.
She obtained a Double Bachelor’s Degree in Telecommunications Engineering and Business Administration and
Management from the Polytechnic University of Valencia. After a one-year training programme abroad, she returned
in 2022 to complete her studies with a Master’s Degree in Data Analysis, Process Improvement and Decision Support
Engineering.

Providing a swift response when attending emergency calls
that require emergency medical vehicles (EMV) is crucial
for the well-being of people requiring assistance. However,
the EMV fleet management and dynamic deployment deci-
sion process is quite challenging. The project iReves1 aims
to develop smart tools that aid fleet management decision-
makers in best-locating EMVs. In this case, it may be help-
ful to have a prediction of the EMV demand to improve the
quality of the service by responding to more emergencies in
less amount of time.
The available dataset contains more than 98.000 emergency
calls where EMVs were deployed in the Province of Valencia
for 2019. Furthermore, it contains the coordinates (longi-
tude and latitude) of the spatial position where the emer-
gency occurred, the main focus of this research project. The
aim is to analyse how these calls are spatially arranged in
the bounded spatial region W. This dataset type is consid-
ered a spatial point pattern [1] and it will be treated as
such.

After an exploratory analysis is performed [1] using the sta-
tistical software R [2], it is found that the data is clustered
and does not follow a complete spatial randomness (CSR)
point process. Therefore, a series of models are proposed
to study the dependency of the location and possible co-
variates, evaluating them with the pseudo R2. After better
understanding the dataset, the objective is to improve the
obtained results by researching further possible processes
and/or covariates.

Keywords: Spatial statistics; EMV Demand; Point Process
Analysis; Clustering; Spatial Point Patterns; R Software.
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Generative models of vascular structures: Deep Learning vs
Constrained Optimization approach

Paula Feldman ∗ Angel M. González-Rueda †

Paula Feldman Biomedical Engineer from Universidad Nacional de Tucumán. Currently PhD candidate at Universidad
Torcuato Di Tella with a scholarship from the National Reaserch Council (CONICET).

Accurate 3D models of blood vessels are increasingly re-
quired for several purposes in Medicine and Science. These
meshes are typically generated using either image segmen-
tation or synthetic methods. Despite significant advances in
vessel segmentation, reconstructing thin features accurately
from medical images remains challenging, which explains the
scarcity of curated datasets. As a result, several methods
have been developed to adequately synthesize blood vessel
geometry.
Within the existing literature on generating vascular 3D
models, we identified two primary types of algorithms:
fractal-based, and space-filling algorithms. Fractal-based
algorithms use a set of fixed rules that include different
branching parameters, such as the ratio of asymmetry in ar-
terial bifurcations and the relationship between the diameter
of the vessel and the flow. On the other hand, space-filling
algorithms allow the blood vessels to grow into a specific per-
fusion volume while aligning with hemodynamic laws and
constraints. A particular class of such space-filling algo-
rithms is known as Constrained Constructive Optimisation
(CCO). Although these model-based methods provide some
degree of control and variation in the structures produced,
they often fail to capture the diversity of real anatomical
data.
In recent years, deep neural networks led to the development
of powerful generative models, such as Generative Adversar-
ial Networks, and Diffusion Models, which produced ground-
breaking performance in many applications, ranging from
image and video synthesis to molecular design. These ad-

vances have inspired the creation of novel network architec-
tures to model 3D shapes using voxel representations, point
clouds, signed distance functions, and polygonal meshes. In
particular, More recently, a GAN model was proposed. It is
capable of generating coronary artery anatomies. However,
this model is limited to generating single-channel blood ves-
sels and it does not support the generation of more complex,
tree-like vessel topologies.
VesselVAE [2] proposes a novel data-driven framework based
on a Recursive variational Neural Network (RvNN), that
has been applied in various contexts, including natural lan-
guage, shape semantics modeling, and document layout gen-
eration. In contrast to previous data-driven methods, the
recursive network fully exploits the hierarchical organization
of the vessel and learns a low-dimensional manifold encoding
branch connectivity along with geometry features describ-
ing the target surface. Once trained, the VesselVAE latent
space is sampled to generate new vessel geometries. In con-
trast, Georg et al [1] presents a CCO framework for the
construction of vascular systems based on optimality prin-
ciples of theoretical physiology. Specifically, given the posi-
tion and flow distribution of endpoints of a vascular system,
optimization is driven by intravascular volume minimization
with constraints derived from physiological principles. The
goal of this talk is to make a review of these two method-
ologies.

Keywords: Vascular 3D model; Generative modeling; Neu-
ral Networks; Constrained Constructive Optimization.
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New Advances in the Stackelberg Minimum Spanning Tree
Problem

Miguel A. Pozo ∗ Justo Puerto † Alberto Torrejón ‡

Alberto Torrejón (PhD Student). Alberto Torrejón Valenzuela is a PhD student at the University of Seville in the
Department of Statistics and Operations Research, and also a member in formation at Instituto de Matemáticas de
la Universidad de Sevilla. His mains interests are discrete and combinatorial optimization problems. He received
the double degree from University of Seville in 2020 in Mathematics and Statistics and the master’s degree in
Mathematics from the University of Seville in 2021.

Let G be a given a graph whose edge set is partitioned into a
set of red edges and a set of blue edges, and assume that red
edges are weighted and contain a spanning tree of G. Then,
the Stackelberg Minimum Spanning Tree Game (StackMST)
consists in pricing (i.e., weighting) the blue edges in such a
way that the total weight of the blue edges selected in a
Minimum Spanning Tree (MST) of the resulting graph is
maximized. In the context of data science and decision the-
ory, StackMST, together with other bi-level pricing prob-
lems, has great application in the analysis and modelling of
competitiveness in spatial data.
The StackMST, see [1], can be seen as a bilevel optimization
problem where the second level is a MSTP and where the ob-
jective functions are bilinear at both levels. The StackMST
can be formally defined as follows. Let G = (V, E) be a
given graph whose edge set E is partitioned into a set B
of blue edges (controlled by the leader) and a set R of red
edges, and assume that red edges are weighted and contain
at least one spanning tree of G, thus, |R| ≥ |V | − 1. A
positive cost ce is associated to each red edge e ∈ R and a
positive price Te (T = [T1, ..., T|E|]) has to be determined
for each blue edge e ∈ B. We denote by x = [x1, ..., x|E|]
the design variables used to describe the STP polytope T .
Then, StackMST consists in determining Te for each e ∈ B
in such a way that the total weight of the blue edges se-

lected in a minimum spanning tree of the resulting graph is
maximized.

StackMST : max
T≥0

∑

e∈B

Texe

s.t. x = argminx∈T {
∑

e∈B

Texe +
∑

e∈R

cexe}.

In this talk we present different enhancements to the state-
of-the-art for the StackMST (see in [2]) based on the prop-
erties of the Minimum Spanning Tree Problem and the
bilevel optimization. Also, a Benders decomposition for the
StackMST and several enhancements for the heuristic ap-
proach to the problem are presented

Keywords: Minimum Spanning Tree, Bilevel optimization,
Stackelberg game.
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How to improve classic SVM? Recent insights
Luisa I. Martínez Merino ∗

Luisa I. Martínez-Merino (Assistant professor) Luisa I. Martínez-Merino works in the department of Statistics
and Operations Research of Universidad de Cádiz as assistant professor. She earned her PhD in Mathematics
from Universidad de Cádiz in 2018. The focus of her PhD were different location models under uncertainty and
classification methods. For some years, she has worked as a postdoctoral fellow and lecturer until she obtained
her current position. Her main interests are optimization models in the field of location, networks and supervised
classification.

Keywords: Support Vector Machines; Ramp-loss; condi-
tional constraints; feature selection.
The support vector machine (SVM) is a mathematical pro-
gramming approach which has become widely used among
supervised classification methods. Given a training sample
with the feature values and class (−1 or 1) of its objects, the
main goal of SVM is to provide a separator hyperplane that
optimally classifies the sample in two classes. The classic
SVM, introduced in [4], seeks for the maximization of the
margin between the supporting hyperplanes associated with
each class and the minimization of the deviations related to
the misclassified objects.
Since the introduction of this classic model, many authors
have extended it, trying to improve the classification per-
formance of this approach. Particularly, in this talk, we will
analyze the SVM with Ramp-Loss (RL-SVM) introduced in
[3]. RL-SVM modifies the penalization that misclassified
objects present in the objective function. One advantage

of this model is that it can produce robust classifiers when
applied to data with outliers.
Conditional constraints appearing in RL-SVM is the focus
of research in some recent papers. Particularly, in [1], sev-
eral techniques are developed in order to improve the time
performance of the formulation. These techniques are based
on three strategies for obtaining tightened values of the big
M parameters which are present in the model. Two of them
require solving a sequence of continuous problems, while the
third uses the Lagrangian relaxation to tighten the bounds.
SVM with Ramp-Loss and feature selection (RL-FS-SVM)
is another extension of classic SVM recently introduced in
[2]. RL-FS-SVM is a robust model since it deals with out-
liers detection and feature selection at the same time. For
this model, some techniques are proposed to tighten some M
parameters appearing in this model. In addition, a heuristic
approach is developed with the goal of obtaining an appro-
priate feasible solution for this model in reduced times.
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A brief application of Multi Omics Factor Analysis for
Parkinson patient data

Pablo P. Jurado-Bascón ∗ Ramón Ferri-García †

Pablo P. Jurado (Phd student) Pablo Jurado is a Phd student at the University of Granada. His main interest is
bioinformatics, specifically omics sciences. He received his B.S.C. from University of Granada in 2022 in statistics.
He earned his M.S.C. in applied statistic also from the university of Granada in 2023, in which he participated
in the bioinformatics unit at GENYO Center for Genomics and Oncological Research. He is now enrolled in the
biostatistics doctoral program in statistics under the supervision of Pedro Carmona Sáez. He is a member of the
Statistical Bioinformatics & Systems Biomedicine research group.

In this presentation we will be covering an interesting ap-
proach to the PCA applied to omics sciences. Omics sciences
are a collection of branches of biology, such as genomics,
proteomics, metabolomics, phenomics, transcriptomics, etc.
These branches aim for the collective characterization and
quantification of pools of biological molecules that translate
into the structure, function and dynamics of an organism.
In particular, the analysed data comes from the Accelerat-
ing Medicines Partnership [1] program with data for Parkin-
son´s Disease. The data consist on Proteomics and Tran-
scriptomics of different cohorts of patients, from which we
will focus only in two batches with a total size of 319 pa-
tients, 2826 RNA-Transcripts selected for the transcrip-
tomic data after QC filters and 1472 proteins, classified
by cardiometabolic, neurology, oncology and inflammation.
The data was collected from samples of plasma and cere-
brospinal fluid from Parkinson´s Disease patients and con-
trol individuals.
The data was analysed from the multi-omics point of view,
which means the use of tools that are capable of include
data from multiple omics; in this case we used Multi Omics
Factor Analisys (MOFA) [2] via their R package MOFA2
available in the bioconductor repository. The master equa-
tion of this tool is:

Y m = Z(Wm)T + εm; ∀m = 1, . . . ,M

where Y m denotes the m-th matrix out of M data matrices
of different omics that share most of the sample subjects,
Wm denotes weights matrices for Y m and the final factors
(components), Z denotes the final representation of the orig-
inal data in global terms and εm denotes them-th error term
matrix associated to the m-th data matrix.
The multiple input matrices is not the only difference with
the common PCA or FA, as it also uses a Bayesian frame-
work for "disentangling" the sources of variance. In other
words, it has two regularization layers for applying spar-
sity to the model parameters via specific prior distribution
to said parameters, possibly rendering a more relevant and
interpretable model.
MOFA is a promising tool to extract the common direction
in which biological patterns function, letting us check which
genes, proteins, base-pair, transcription factors and so on
act in concert in fundamental physiological processes.

Keywords: Omics; Multi Omics; Parkinson disease; PCA;
Transcriptomics; Proteomics
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Gait pattern identification
via functional analysis of variance

Helena Ortiz Alcalá ∗ Christian J. Acal González † Ana M. Aguilera del Pino ‡

H. Ortiz (doctoral student) Helena Ortiz Alcalá is a grant holder in her first year of PhD at the Department of
Statistics and O.R. from the University of Granada (UGR). She received her B.S.C. in Statistics and her M.S.C. in
Applied Statistics at UGR. Currently, she teaches subjects in the Statistics Degree at UGR, specifically, Bayesian
Statistics. Her areas of interest cover Stochastic Modeling and Forecasting, and data driven statistics. In particular,
her Doctoral Thesis aims to introduce the Bayesian Inference to the field of Functional Data Analysis.

Biomechanics data are usually curves that represent the hu-
man movement when subjects are submitted to multiple
conditions. Gait analysis has been studied traditionally via
discrete measures, which causes a great loss of information.
However, functional data analysis uses whole curves and
trajectory information, revealing the true nature of move-
ment. This fact allows to model and forecast this kind of
data in a more complete way. The main goal of this doc-
ument is detecting the possible differences in gait patterns
in kids between the age of 8 and 11 years old while moving
to school using different types of book-bags and/or weight.
For that purpose, we use the data available from the exper-
imental study of the biomechanics laboratories of the Sport
and Health Institute of the University of Granada (IMUDS).
In particular, the angle of each joint (ankle, foot progress,
hip, knee, pelvis and thorax) was measured for each axis
(X,Y and Z, except for foot progress which only registered
in one axis) and experimental condition (walking, backpack
and trolley) with 10,15 and 20% of each subject’s weight.
Therefore we obtained 53 discrete curves for each joint, axis
and condition. Taking into account the functional nature
of the data, we assume an expansion of each curve in terms
of a functional basis and then fit the smoothed basic coef-
ficients in order to obtain the functional form of the data.
By means of Functional Analysis of Variance (FANOVA)
we want to study if there are significance differences on the

mean curves according to the type of satchel and the weight
contained. From a theoretical viewpoint, it has been proved
that two-way FANOVA for repeated measures (FANOVA-
RM) is equivalent to a two-way multivariate ANOVA-RM
(MANOVA-RM) for the multivariate response of functional
variable, in this case, the angle of the joints. This MANOVA
has been solved through mixed multivariate model (MMM)
over the basic coefficients and the first q principal compo-
nents, which account for at least 95 % of the variability.
As the MMM assumes multivariate normality and spheric-
ity, we use a permutation test when any of theses assump-
tions is not fulfilled. All this methodology has been compu-
tationally implemented on R, a free software environment
for statistical computing and graphics. In particular, we
made use of fda package (reconstruction of data and Func-
tional Principal Component Analysis) and several functions
implemented by the supervisors of this manuscript for in
the two-way MANOVA-RM through MMM and permuta-
tion test. Finally, FANOVA-RM methodology was applied
to contrast the differences in rotation angle over each joint,
axis and experimental condition (weight) differentiating by
sex.

Keywords: Functional data analysis; Multivariate analysis
of variance; Principal component analysis; Repeated mea-
sures; Biomechanics..
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Integrating Stringing and Functional Logistic Regression for
Gene Expression Data Analysis

Laura Antequera Pérez ∗ Ana M. Aguilera † Manuel Escabias Machuca ‡

L. A. P. Laura Antequera Pérez holds a Bachelor’s degree in Mathematics from the University of Granada. Her passion
for data analysis led her to pursue a Master’s degree in Data Science and Computer Engineering at the same
institution. With a strong academic foundation, she embarked on a journey into the world of data-driven solutions.
Currently, she is a dedicated professional working as part of a project-based team at the University of Granada. Her
research and analysis focus on Bioinformatics, where she specialize in examining gene expression and microbiota
data. Her primary objective is to identify and select significant variables that play a crucial role in predicting diseases
based on patient samples.

Gene expression data is characterized by a multitude of vari-
ables, specifically genes, while the number of available sam-
ples remains consistently limited. This inherent limitation
presents a significant challenge in the identification of the
most pertinent and predictive genes for determining a pa-
tient’s cancer status. As a result, this study primarily aims
to not only enhance prediction accuracy but also to derive
meaningful interpretations of the identified significant genes.
To achieve this, we employ a recent technique known as
"stringing" [3] which facilitates the reorganization of genes
based on their similarity, thereby constructing a functional
dataset that represents gene expression profiles as curves.

{Zi (s) : s ∈ S, i = 1, . . . , n}

zi (s) =
p∑

j=1
aijφj (s) , i = 1, . . . , n,

where the< φ1, . . . , φp > are B-spline functions and the
basis coefficients are estimated by least squares.

Subsequently, we utilize a functional logistic regression
model to evaluate performance and interpret the parame-
ter function. In parallel, a traditional methodology is also
employed to facilitate a comprehensive comparative analy-
sis. This research seeks to leverage both approaches for a
comprehensive analysis of gene expression data, aiming for
improved predictive accuracy and meaningful gene interpre-
tation.

Keywords: Functional data analysis; Gene expression; High-
dimensional predictors; Feature Selection; Prediction.
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A Mathematical Programming Approach to Sparse Canonical
Correlation Analysis

Carlos Valverde ∗ Justo Puerto †

C. Valverde I am a PhD student at the University of Seville. My main interests are location and routing problems using
conic programming. I received my degree from University of Seville in 2016 in Mathematics. I earned my master’s
degree in mathematics from the University of Seville in 2017.

Recent developments in the interplay between Operational
Research and Statistics allowed us to exploit advances in
Mixed-Integer Optimisation (MIO) solvers to improve the
quality of statistical analysis. In this work, we tackle Canon-
ical Correlation Analysis (CCA), a dimensionality reduc-
tion method that jointly summarises multiple data sources
while retaining their dependency structure. We propose a
new technique for encoding sparsity in CCA by means of a
mathematical programming formulation that allows one to
obtain an exact solution using readily available solvers (such
as Gurobi) or design solution algorithmic procedures based
on it. Finally, we evaluate the performance of alternative
solution strategies presented on multiple datasets from the
literature. The results of the extensive comparison study
highlight that the proposed approach is capable of finding

the optimal correlation or finding good quality solutions,
better than those provided by other conventional methods.

Keywords: Data science; Canonical Correlation Analysis;
Mixed-Integer Optimisation; Sparsity
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The Ordered Travelling Salesman Problem: A Comparison Of
Formulations

Francisco Temprano ∗ Justo Puerto †

F. Temprano F. Temprano is a PhD student at the University of Seville. His main interests are Combinatorial and
Network design problems using mathematical programming. He received the degree from University of Seville in
2020 in Mathematics and the master’s degree in mathematics from the University of Seville in 2021.

The OTSP is to find a Hamiltonian cycle in a network with
minimum weighted cost. The costs of the edges of the cy-
cle have to be sorted in decreasing order before multiplying
them times the given weights. When all weights are equal
and positive, the TSP is obtained as a particular case. When
the unique non-null weight (positive) is the first one, the
bottleneck TSP is obtained. Positive weights in the first
positions and negative weights in the last positions will pro-
vide us with balanced cycles. Many other particular cases
of interest exist, and the aim of the problem is to study
all of them as a whole. In this preliminary work we study
and compare different integer programming formulations of
reduced size for the OTSP, paying special attention to the

sorting part of the models.

Keywords: Routing; Combinatorial; Location Theory; Or-
dered Median Problems.
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Functional data analysis for monitoring and fault diagnosis of
batch processes

Sergio García-Carrión ∗ Ana M. Aguilera † M. Carmen Aguilera-Morillo ‡ Alberto Ferrer §

Sergio García-Carrión is a PhD candidate in the Statistics and Optimization Doctoral Program at Universidad Politec-
nica de Valencia, in the Multivariate Statistical Engineering Researh Group (MSEG). His main interest focuses on
industrial process optimization, specially through (retrospective) Design of Experiments and latent variables-based
multivariate statistical techniques. He holds a bachelor’s and master’s degree in Chemical Engineering, and a Black
Belt in Six Sigma from the Universidad Politecnica de Valencia.

Batch processes operate for a finite period, from the start-
ing point to the ending point, exhibiting a time-varying be-
havior. Data collected from batch processes have a unique
structure. They are arranged in a three-way (3D) array
(batches x variables x time) containing the time-varying
trajectory measurements for all process variables through-
out the entire batch duration. Consequently, batch data
analysis differs significantly from the analysis of traditional
continuous processes, given the distinct nature of the data.
There are several different approaches for analyzing batch
data. One widely studied and adopted approach [1] consists
of using Principal Component Analysis (PCA) [2] models.
They are bilinear models, so the three-way array must be
unfolded in two dimensions. After the unfolding, a regu-
lar PCA is performed in the usual way. Two complemen-
tary multivariate control charts can be constructed from the
Hotelling’s T 2 and the SPE statistics, which allow the de-
tection of batches exhibiting potentially abnormal behavior.
Additionally, by using contribution plots, the contribution of
the original process variables to the potential out-of-control
batch can be obtained.
On the other hand, one approach of growing interest in

batch data analysis and monitoring involves Functional
Data Analysis (FDA) [3], where Multivariate Functional
Principal Component Analysis (MFPCA) [4] could play a
crucial role. This arises from the fact that the time-varying
trajectories measured for the process variables in the differ-
ent batches can be considered functional data. Here, mul-
tivariate control charts based on the Hotelling’s T 2 and the
SPE statistics, and contribution plots can also be developed
and exploited for monitoring and fault diagnosis purposes.
A comparative study was carried out to assess the perfor-
mance of both approaches. The database employed comes
from a Sequencing Batch Reactor (SBR) used for wastewa-
ter treatment. It is composed of 72 batches and 5 process
variables measured along 340 time instances.

Keywords: Multivariate Functional Principal Component
Analysis; Principal Component Analysis; Batch Process
Monitoring; Multivariate Control Charts; Fault Diagnosis.
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